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On the applicability of dynamic factor models 
for forecasting real GDP growth in Armenia

In this paper, we are trying to find out whether large-scale factor-augmented models can be 
successfully used for forecasting real GDP growth rate in Armenia. We compare the forecast-
ing performance of factor-augmented models such as FAAR, FAVAR and Bayesian FAVAR 
with their small-scale benchmark counterpart models like AR, VAR and Bayesian VAR. Based 
on the ex-post out-of-sample recursive and rolling forecast evaluations and using RMSFE’s, 
we conclude that large-scale factor-augmented models outperform small-scale benchmark 
models. However, the differences in forecasts among the models are not statistically signifi-
cant when we apply statistical test.
Keywords: factor-augmented models; static and dynamic factors; recursive and rolling regression; 
out-of-sample forecast; RMSFE; Armenia.
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1. Introduction

O ne of the main activities of the central banks is the use of modern forecasting method-
ology to conduct effective monetary policy. In the forecasting framework of the Central 
Bank of Armenia (hereafter CBA), the medium and long term forecasts of the key mac-

roeconomic variables are based on the information obtained from the short-term forecasts (mainly 
one or two quarter ahead). Therefore, it is essential to the CBA to make the short-term forecasts 
as accurate as possible. For that, the CBA must constantly improve forecasting methodology. From 
this point of view, models with large datasets (or factor models) have become a popular tool for 
central banks for producing short-term forecasts. One of the important advantages of factor mod-
els is that potentially significant information is not neglected. There are many applications of dy-
namic factor models to forecasting macroeconomic and financial variables (Stock, Watson, 2002; 
Schumacher, 2007; Artis et al., 2005; Angelini et al., 2011; Matheson, 2006). The main finding 
of these applications is that the forecasts generated from the models with large datasets are supe-
rior to traditional small-scale benchmark models, like AR and VAR. In this paper, we want to con-
sider the applicability of the large dataset models to real GDP growth rate forecasting in Armenia. 
We specifically assess real GDP growth forecast, because GDP is one of the most important indi-
cator of economic activity and it is the main variable of interest that providing information about 
effectiveness in economic policy-making process.

1	 Poghosyan, Karen — Central Bank of Armenia, Yerevan, Armenia; karen.poghosyan@cba.am.
	 Poghosyan, Ruben — Yerevan State University, Yerevan, Armenia; poghosyan26@gmail.com.
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In this paper we estimate a series of models that are frequently employed in the forecasting 
studies of most central banks. We employ three traditional small-scale benchmark models, namely 
univariate autoregression, unrestricted vector autoregression and Bayesian vector autoregression 
(hereafter AR, VAR and BVAR) and their factor-augmented counterparts, particularly, factor-aug-
mented autoregression, factor-augmented vector autoregression and Bayesian factor-augmented 
vector autoregression (hereafter FAAR, FAVAR and BFAVAR). The factor-augmented models 
can be constructed in two steps: factor extraction, followed by model estimation and forecasting. 
Following Barhoumi et al. (2014), there are three main algorithms for extracting factors, namely 
static principal component, as in (Stock, Watson, 2002), dynamic principal components estimated 
in the time domain, as in (Doz et al., 2011, 2012) and dynamic principal components in the fre-
quency domain, as in (Forni et al., 2000, 2005). All of these methods for factor extraction have 
the same purpose, namely, given a large number of initial variables, to extract only a small number 
of factors, which summarize most of the information contained in the whole dataset. In this paper, 
we use all of the aforementioned methods to extract the dynamics of unobservable factors. After 
the unobservable factors are extracted in the usual manner, they are added into standard small- 
scale forecasting models such as AR, VAR and BVAR, and then the factor augmented models are 
estimated and used to forecast the key macroeconomic variables.

To extract the dynamics of the factors we use Armenian actual quarterly macroeconomic time 
series from 1996Q1 to 2019Q4. The additional dataset includes 42 macroeconomic variables, 
comprising information on national accounts and consumer price indices, labor force and un-
employment variables, monetary and financial variables and international macroeconomic vari-
ables. The main sources for our dataset are the Central Bank of Armenia (https://www.cba.am/) 
databases as well as external source databases, like World Bank (https://www.worldbank.org/), 
OECD (https://www.data.oecd.org/) and IndexMundi (https://www.indexmundi.com/). Using 
additional macroeconomic time series, we calculate the dynamics of unobservable factors with 
the help of one static and two dynamic algorithms (time and frequency domain). After extract-
ing the dynamics of factors, we estimate the unknown parameters for all competing models in-
cluded in our analysis.

A forecasting model with a good in-sample fit does not necessarily imply that it will have 
a good out-of-sample performance. For that, we also design out-of-sample forecast evaluation ex-
periments based on the recursive and rolling regression scheme. Then using the results of the out-
of-sample forecast evaluation we calculate root mean squared forecast error (RMSFE) indices. 
To keep robustness of our conclusions we conduct out-of-sample forecast experiments for differ-
ent lag lengths and various combinations of dynamic and static factors. Based on the out-of-sample 
forecast evaluations and the calculated RMSFE indices, we conclude that models with large data-
set are outperform small-scale benchmark models. However, the forecasts generated by the large-
scale models are not statistically different from the forecasts generated by the small-scale models 
when we apply Diebold–Mariano statistical test.

The remaining paper is organized as follows. In section 2 we briefly present the main fore-
casting models. In section 3 we present the dynamics of actual macroeconomic variables and give 
some explanations for their fluctuations. In this section, we also consider the preliminary treat-
ment of the additional explanatory variables, which we use for extraction of unobservable factors. 
In section 4 we explain in detail the experimental design that we use for recursive and rolling out-
of-sample forecast evaluation. In section 5 we present the forecast evaluation results. The last sec-
tion concludes the paper.
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2. Literature review

As it was mentioned above the central banks are constantly involved in improving forecast‑
ing models to improve forecast accuracy and conduct more effective monetary policy. In this sec‑
tion we cover relevant literature on short-term forecasting models with large data set as well as on 
empirical contribution. The literature offers several approaches in terms of short-term forecasting 
models with large dataset, particularly static principal component, dynamic principal component 
in the frequency and time domain approaches.

In the paper by Stock and Watson (2002) they proposed univariate dynamic forecasting model 
augmented with static factors obtained by static principal component analysis. This method they 
have used to construct 6-, 12-, and 24‑month-ahead forecasts for eight monthly US macroeconomic 
time series using 215 variables from 1970 to 1998. Based on the out-of-sample forecasts evalu‑
ation they concluded that new forecasts outperform univariate AR, small-scale VAR and leading 
indicator models. There are various other applications where the authors provided favorable evi‑
dence for the forecasting accuracy of the Stock and Watson (2002) static factor model. For exam‑
ple, Brisson et al. (2003) for Canadian data, Camacho and Sancho (2003) for Spanish data, Artis 
et al. (2005) for forecasting UK time series. From the other side there are a number of papers where 
the authors cast doubts on the empirical accuracy of large factor model based on static principal 
components. For example, Banerjee et al. (2005) compare static factor and single indicator fore‑
casts for euro area variables and do not find improvements in the static factor models over single 
indicator approach. Other example is the paper by Schumacher and Dreger (2004), where the au‑
thors do not find significant advantages of factor models according to statistical tests of forecasting 
accuracy in similar experiments using German data. The Stock and Watson (2002) approach does 
not allow for use of the different dynamics that may exist between the variables used. To take ac‑
count of this dynamic structure in factor models, several alternatives to the static factor model have 
been developed and suggested in the literature. Specifically, there are two main types of dynamic 
factor models. The first approach, proposed by Forni et al. (2000, 2005), is based on the frequency 
domain, while the second approach, developed by Doz et al. (2011, 2012), is based on the time 
domain.

In a series of articles, Forni et al. (2000, 2005) propose a dynamic principal component analy‑
sis in the frequency domain, also called a generalized dynamic factor model, to estimate dynamic 
factors. The method proposed by Forni et al. (2000, 2005), makes it possible to estimate dy‑
namic factors in a first step and, then, obtain the static factors from the estimated dynamic factors 
in a second step. They discuss the theoretical advantages of dynamic over static model and show 
that the key advantage is that the dynamic model link variables at different point in times, while 
only contemporaneous variables enter in static models. However, despite its theoretical advan‑
tages, the empirical success of the dynamic approach does not seem to have been reached. For ex‑
ample, in (Forni et al., 2003) using dynamic factor model in the frequency domain, have found 
that the financial variables help to forecast inflation but not industrial production.

Another dynamic factor model approach proposed by Doz et al. (2011, 2012), is based on 
a state-space representation of the models in the time-domain. Specifically, the authors estimate 
their dynamic factor models using two different approaches, particularly two-step and quasi-
maximum likelihood approaches. The two-step approach consists in first estimating the param‑
eters by the standard static principal component. Then, in the second step, the factor dynam‑
ics are estimated via Kalman filtering and smoothing algorithm. A second approach is based 
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on quasi-maximum likelihood estimations of an approximate dynamic factor model. The main idea 
is to treat the exact factor model as a misspecified approximating model and analyze the properties 
of maximum likelihood estimator under the different misspecifications. The authors have shown 
that the effect of misspecifications on the estimation of the factors is negligible for large sample 
size and cross-sectional dimensions.

In our paper we have used all above mentioned three approaches, particularly we discuss 
whether the more sophisticated dynamic factor models can significantly outperform more tradi‑
tional small-scale benchmark models like AR, VAR and BVAR.

In this paper we contribute to the existing literature in two ways. First we provide a compre‑
hensive comparison of the above mentioned three factor models using out-of-sample simulation 
experiments. From our knowledge, there are not yet any out-of-sample comparison incorporat‑
ing both the Forni et al. (2000, 2005) and factor models proposed by Doz et al. (2011, 2012). 
In a number of empirical papers either Forni et al., or Doz et al., approach was used2. In our pa‑
per we also employ a recursive and rolling simulation scheme for out-of-sample forecasting. 
In most part of papers, the authors use mainly recursive regression scheme. Additionally, to keep 
the robustness of our results we apply various lag length and different combinations of dynamic 
and static factors. Among of all possible combinations we select the model which has a small‑
est value of RMSFE index. Second, we compare the three factor models and their accuracy us‑
ing Armenian actual macroeconomic variables. We should mention that Armenia as a develop‑
ing country has experienced more uncertainty. Developing countries tend to have the most vol‑
atile GDP growth rates. In the panel of 60 countries with available growth and financial data 
that Bloom (2014) examined, those with low incomes (less than $10000 GDP per capita) had 
50 percent higher volatility of growth rates. He concludes, overall, developing countries expe‑
rience about one-third higher macro uncertainty. Taking into account this fact it is worth to ap‑
ply above mentioned approaches to a country like Armenia to check the applicability of the ad‑
vanced forecasting methods to economies with relatively higher volatility of real GDP growth 
rates. For the Armenian economy a comparison of different large scale factor models has not been 
carried out yet, though there were some attempts to model real GDP growth and inflation using 
traditional approaches (AR, ARDL, VAR, BVAR, small-scale static factor models). For exam‑
ple, in the paper by Ghazaryan (2015) a system for short-term forecasting of private consumption 
and private investments is described. The main methods used are BVAR and FAVAR with only 
static factors. In sample quasi-real time recursive forecast evaluation shows that pooled forecasts 
outperform traditional univariate model forecasts. Another attempt to model inflation and mon‑
etary policy in Armenia by Dabla-Norris and Floerkemeier (2006) based on unrestricted VAR 
model. The authors have found that that the capability of monetary policy to influence on eco‑
nomic activity and inflation is still limited, as important channels of monetary transmission are 
not fully functional. In the paper by Dabla-Norris and Floerkermeier (2007) by employing tradi‑
tional VAR approach the authors have shown while the CBA’s focus on the repo rate is appropri‑
ate, the exchange rate would still need to be carefully monitored to the extent that it affects infla‑
tion. In the paper by Bordon and Weber (2010) by employing a Markov-switching VAR frame‑
work the authors analyzing whether the transmission mechanism in Armenia has been subject 
to a structural break. The authors have shown that reduced levels of dollarization are an important 

2	 See (Angelini et al., 2010, 2011; Jovanovic, Petrovska, 2010; Godbout, Lombardi, 2012; Dias et al., 2015; Buss, 
2010; Siliverstovs, Kholodilin, 2012; Ajevskis, Davidsons, 2008).
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determinant of the effectiveness of monetary policy. Thus, we see that there has not been research 
on short-term forecasting the real GDP growth by employing dynamic factor model approaches. 
This paper fills the gap in the empirical literature.

3. A brief review of existing models

In this section, we present the basic forecasting models, particularly AR, VAR and BVAR 
and their factor-augmented counterpart models, FAAR, FAVAR and BFAVAR. We use the three 
small-scale models in order to evaluate the out-of-sample forecast performances of the three factor-
augmented models. Below we briefly introduce each of them and discuss the main empirical aspects.

Univariate AR models are commonly used as benchmarks in the forecasting literature. Quite of‑
ten AR models are perceived as advantageous compared to large multiple-equation models such as 
vector autoregression and traditional structural macroeconomic models (Hoffman, 2008; Arratibel 

et al., 2009). It is well known that the univariate AR model can be estimated by using the follow‑

ing regression model: 
1

p

t j t j t
j

y c yρ ε−
=

= + +∑ . The unknown parameters of the model can be con‑

sistently estimated by using traditional OLS algorithm (Hamilton, 1994).
Another small-scale model that is used to forecast real GDP growth is the unrestricted VAR 

model. A standard VAR with p lags is expressed as 0 ( )t t ty A A L y=  e , where yt is a  1n  
vector of variables to be forecasted, A0 is a  1n  vector of constant terms, ( )A L is a  n n  
polynomial matrix in the backshift operator L with lag length p, et is a  1n  vector of error terms. 
In our case we assume that  2~ 0,  t nN Ie s , where In is an  n n  identity matrix. The unknown 
parameters of the VAR model can be consistently estimated by using traditional OLS algorithm 
(Hamilton, 1994). However, from the other side in the VAR model we very often need to estimate 
many parameters. This over-parametrization could cause inefficient estimates and hence a large 
out-of-sample forecast error. Thus, to overcome this over-parametrization we also implement 
the BVAR model. In order to use BVAR we first need to identify the priors. In this paper, we use 
the “Minnesota” type priors according to which the prior mean and standard deviation of the BVAR 
model can be set as follows:

1. The parameters of the first lag of the dependent variables follow an AR(1) process while pa‑
rameters for other lags are equal to zero.

2. The variances of the priors can be specified as follows:
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where i refers to the dependent variable in the j-th equation and j to independent variables in that 
equation, si and sj are standard errors from AR(1) regressions estimated via OLS. The ratio 
of si and sj controls for the possibility that variable i and j may have different scale (l is the lag 
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length). The 'sl  are set by the researcher and control the tightness of the priors. Thus, having 
“Minnesota” type priors it is possible to calculate the posterior parameters using the Bayesian ap‑
proach to estimation.

Unlike small-scale benchmark models (AR, VAR and BVAR), the large-scale factor-augmented 
models include static or dynamic factors. As a rule, the factor-augmented models are estimated 
in two steps. First, we estimate the dynamics of unobservable factors using static and dynamic 
approaches and then we employ these extracted factors to forecast quarterly real GDP growth. 
In the modern time series econometrics literature there are three main algorithms for extracting 
factors, namely the static principal components as in (Stock, Watson, 2002), the dynamic principal 
component (frequency domain) approach as in (Forni et al., 2000, 2005) and the dynamic princi‑
pal component approach (time domain) as in (Doz et al., 2011, 2012). There are a number of pa‑
pers that present the computational steps of these factor models in great detail (Forni et al., 2000, 
2005; Doz et al., 2011, 2012; Barhoumi et al., 2014).

Second, we add the extracted factors into the small-scale benchmark models as additional ex‑
planatory variables. Following Bernanke and Boivin (2003) we can present the factor augmented 
model as follows:

1 2
0 1 2

1 2

... t pt t t t
p

t pt t t t

XX X X
A A A A FF F F u

-- -

-- -


=      ,

where Xt is the vector of observable variables, Ft is the vector of unobservable variables estimated 
using the three previously mentioned methods, 1 2, ,..., pA A A  are ( r r ) matrices of estimated pa‑
rameters, vt and ut are the error terms with zero mean and diagonal variance-covariance matri‑
ces. The above presented model can be consistently estimated by OLS and Bayesian approach 
(Hamilton, 1994).

4. Description of the dataset

For estimating small-scale benchmark models, namely AR, VAR and BVAR we use four key 
macroeconomic variables, particularly real GDP growth rates, CPI inflation, short-term nomi‑
nal interest rates and unemployment rates. We closely follow approach by Pirschel and Wolters 
(2014) to select the macroeconomic time series to be included in the small-scale benchmark mod‑
els. Thus, our dataset includes four key macroeconomic variables, which we mainly use in the 
small-scale benchmark models, and 42 additional macroeconomic variables, which we use to ex‑
tract the dynamics of unobservable factors. According to (Barhoumi et al., 2014) our additional set 
of variables is medium-sized. Some studies have shown that the usage of smaller datasets which 
include about 10–30 series outperform the usage of larger datasets with disaggregated data with 
more than 100 series (Alvarez et al., 2016). Our dataset is balanced and in quarterly terms from 
1996Q2 to 2019Q4. The dataset has 95 observations for each variable. We choose quarterly time 
series because we want to discuss the empirical properties of the dynamic factor models with re‑
spect to real GDP growth, which is available in the quarterly frequency.

The first important macroeconomic variable is the real GDP growth rate with respect to the pre‑
vious quarter. In order to calculate the values of the growth rate we made the following calcula‑
tions. First the absolute values of the real GDP in terms of average 2005 prices were transformed 
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to natural logarithms. Then transformed values were seasonally adjusted (X12 ARIMA method) 
and first differenced. As a result, we obtain the real GDP growth rates (Figure 1).

From Figure 1 we can clearly see that real GDP growth rate series have shown little persis-
tence and can thus be expected to be hard to predict. Also we can indicate that after years of slug-
gish growth that followed the 2008–2009 global financial crisis, the Armenian real GDP growth 
rate expanded by 7.5% in 2017. Its growth slowed to 5.2% in 2018, due to a dramatic regime 
change in the country. In 2019 the real GDP growth for Armenia was 7.6%, which is the largest re-
corded growth since 2008. This growth was caused by the increase in consumption of households 
and supported by stronger export growth. The increase in consumption was led by household credit, 
up by 30% in 2019 and by a 10% increase in money transfers from abroad. On the production side, 
growth was led by the service sector growth following an acceleration in tourism output and do-
mestic trade. Industry output has also expanded strongly, driven by a rebound in mining production.
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Fig. 1. Real GDP growth (%-th change to the previous quarter)

The second macroeconomic variable is the CPI inflation with respect to the previous quarter. 
In order to calculate the values of CPI inflation we made the following preliminary calculations. 
We first transformed the CPI month to month indices to the base month indices. Then we trans-
formed these values to natural logarithms, seasonally adjusted the results and calculated the first 
differences. Figure 2 presents the seasonally adjusted CPI inflation rates with respect to previous 
quarter.

–6
–4
–2
0
2
4
6
8

10

19
96

-Q
2

19
97

-Q
2

19
98

-Q
2

19
99

-Q
2

20
00

-Q
2

20
01

-Q
2

20
02

-Q
2

20
03

-Q
2

20
04

-Q
2

20
05

-Q
2

20
06

-Q
2

20
07

-Q
2

20
08

-Q
2

20
09

-Q
2

20
10

-Q
2

20
11

-Q
2

20
12

-Q
2

20
13

-Q
2

20
14

-Q
2

20
15

-Q
2

20
16

-Q
2

20
17

-Q
2

20
18

-Q
2

20
19

-Q
2

Fig. 2. CPI inflation (%-th change to the previous quarter)
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From Figure 2 we can see that CPI inflation is more persistent than real GDP growth, but it 
shows many spikes which will be hard to predict. In Armenia the calculations of monthly CPI 
start from 1993 and it is the only indicator characterizing inflation dynamics. The Central Bank 
of Armenia targeted monetary aggregates prior to 2006, but after 2006 it switched to inflation 
targeting through interest rates, as managing the monetary aggregates proved ineffective due 
to the large inflow of remittances from abroad. The inflation target was initially 3.0% for 2006, 
and changed only once in 2007; from 2007 onward it is maintained at 4.0% with a confidence 
band of ±1.5%. Even after the global financial crisis the inflationary pressure remained low with 
an average annual inflation rate of 1.4% in 2019 (down from 2.5% in 2018), well below the lower 
band of the Central Bank of Armenia’s inflation target range.

The third macroeconomic variable is the short-term nominal interest rate for time deposits in na-
tional currency. This time series is much more persistent than real GDP growth or CPI inflation. 
The preliminary treatment for this variable includes only first differences (in percentage points). 
The short-term nominal interest rate shows an overall downward trend. For example, as we see 
in Figure 3 the nominal interest rate is characterized by relatively large fluctuations before 2005, 
but since 2006 the fluctuations of interest rates have become smaller. Such behavior could be ex-
plained by fact that before 2006 the CBA policies targeted monetary aggregates, while after 2006 
the CBA adopted the inflation-targeting regime.
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Fig. 3. Short-term nominal interest rate (percentage points change to the previous quarter)

The next macroeconomic variable is the total unemployment rate. The labor market in Armenia 
has improved, but the unemployment rate remains exceptionally high at about 18%. A large 
segment of population remains employed in agriculture and the informal sector. According to 
the International Labor Organization (ILO) estimates, the ratio of self-employed in total employ-
ment is still large at about 40%. The unemployment rate dynamics with respect to the previous 
quarter were calculated by the authors of this paper. The calculations have been done as follows. 
First, we obtained the official values for unemployment (in persons) in yearly terms from the 
World Bank development indicators. Then, using temporal decomposition method, particularly 
Boot et al. (1967) mechanical projection algorithm, we decomposed the yearly unemployment data 
into the quarterly frequencies. Finally, we transformed the unemployment data into natural loga-
rithms and calculated the first differences (Figure 4).

After all transformations we have to check whether the key macroeconomic variables have 
become stationary, since our models can be fitted only to the stationary series. To check whether 
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the key macroeconomic variables appears to be stationary, below we present the results of the for‑
mal statistical tests for unit roots.
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Fig. 4. Total unemployment rate (%-th change to the previous quarter)

Table 1. Results of unit root tests for transformed values of the key macroeconomic variables

Augmented Dickey–Fuller test Phillips–Perron test
Without C,T C T Without C,T C T

Real GDP growth –8.294 (0) –9.597 (0) –9.631 (0) –8.309 (0) –9.627 (0) –9.675 (0) 
(0.00) (0.00) (0.00) (0.00) (0.00) (0.00) 

Inflation –4.323 (1) –5.395 (1) –5.549 (1) –5.325 (1) –6.432 (1) –6.559 (1) 
(0.00) (0.00) (0.00) (0.00) (0.00) (0.00) 

Interest rate –8.129 (3) –8.169 (3) –8.175 (3) –17.770 (3) –17.853 (3) –17.897 (3) 
(0.00) (0.00) (0.00) (0.00) (0.00) (0.00) 

Unemployment rate –3.628 (1) –3.633 (1) –3.573 (1) –3.588 (1) –3.586 (1) –3.526 (1) 
(0.00) (0.01) (0.03) (0.00) (0.01) (0.04) 

Notes. Lags in unit root tests were determined automatically using the SIC criteria. The number in parentheses behind 
the test statistic is the number of lags. P-values are in parentheses below the test statistic. C — constant, T — trend.

The results of the unit root tests in Table 1 confirm that the seasonally adjusted and first differ‑
entiated series follow a stationary pattern and that at the risk of error of 5%, the null hypothesis 
of unit root existence is rejected.

Besides these four key macroeconomic variables, our dataset also includes additional 42 vari‑
ables, as mentioned above. This set of additional variables can be grouped into the following cate‑
gories: national accounts, consumer and producer prices, labor force and unemployment, monetary 
and financial variables and international variables on growth rates and price indexes. Most of the 
time series are obtained from CBA internal databases. Some of the other time series were obtained 
from different sources, particularly from Index Mundi (IM), OECD and World Bank (WB). A de‑
tailed data description is provided in Appendix. The vector of time series presented in Appendix 
was preliminary treated. First, the time series were corrected for outliers and then seasonally ad‑
justed as explained in Appendix. All nonstationary time series were transformed to be stationary, by 
taking first differences. We formally check the stationarity of the transformed additional series by 



K
. P

o
g

h
o

sy
an

, R
. P

o
g

h
o

sy
an

37

Applied  Econometrics  /  ПРИКЛАДНАЯ  ЭКОНОМЕТРИКА

Macroeconomics	 Макроэкономика

2021, 61

using ADF (augmented Dickey–Fuller test) unit root tests. Based on the results of the tests we have 
concluded that all transformed series are stationary. From Appendix we also see, that time series 
included in national accounts group comparing with other time series are relatively volatile. This 
is because the standard deviations are relatively high and the first lag autocorrelations are small 
and negative. Positive autocorrelation is an indication of a specific form of persistence, the ten-
dency of a time series to remain in the same state from one observation to the next. Hence, we 
conclude that real GDP growth rates is a little persistence (because of its components are volatile) 
and it may be difficult to predict. Finally, the series were normalized to have mean zero and unit 
variance. Most of the calculations were done using MATLAB (r2018a) code. The MATLAB code 
for extracting unobservable components in time and frequency domain was obtained from the in-
ternet sources3. Some other code was written by the authors of the paper. For example, we have 
C# codes for time domain factor model, as well as recursive and rolling regressions, which can 
be conducted directly from MS Excel spreadsheet (download for free from https://github.com/
KarenPoghos/ForecastXL).

5. Experimental design

To conduct out-of-sample forecast evaluation we use both recursive and rolling regression 
schemes. For out-of-sample forecast evaluation we divide the whole sample into two subsamples, 
namely in-sample and out-of-sample periods. The first period is the training sample (in-sample), 
and the second period is the forecasting sample (out-of-sample). In our experiments the in-sample 
period includes 70% of observations, while out-of-sample period 30% of observations. The 70/30 
proportion is a good compromise among the standard in-sample and out-of-sample proportions 
of 50/50, 70/30 and 90/10 broadly employed in modern machine learning algorithms4. After choos-
ing the proportion between in-sample and out-of-sample periods the recursive simulation scheme 
proceeds as follows.

First, we estimate the models using subsample 1996Q2–2012Q4 (67 observations). Using esti-
mated model, we generate and then to store 1 to 4 steps-ahead forecasts results. Then we increase 
the sample size by one (68 observations, 1996Q2–2013Q1) and generate again 1 to 4 steps-ahead 
forecasts and then we store the forecast results. We continue increasing the sample size by one 
and generating 1 to 4 steps-ahead forecasts until the sample size 91 (1996Q2–2018Q4). Then we 
increase the sample size by one but only generate 1 to 3 steps-ahead forecasts (since we only have 
92 observations in total). We continue increasing the sample size until we have 94 observations 
in the sample, in which case we can only compute the 1‑step-ahead forecast. In this way, we ob-
tain 28 1‑step-ahead forecasts, 27 forecasts for 2‑steps-ahead, 26 for 3‑steps-ahead and finally 
25 forecasts for 4‑steps-ahead.

For the rolling forecast scheme, the initial sample is the same as in recursive scheme, but when 
the additional observation is added after the first forecast, the first values of the initial estimation 
sample are also deleted. Hence, while in the recursive scheme the sample size increases by one 

3	 The corresponding MATLAB code for factor model proposed by Doz et al. (2011, 2012) can be found at  
https://www.newyorkfed.org/research/economists/giannone/pub, MATLAB code for factor model proposed by Forni et al. 
(2005) can be found at http://www.barigozzi.eu/Codes.html.

4	 https://machinelearningmastery.com/backtest-machine-learning-models-time-series-forecasting/.
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quarter at each step, in the rolling scheme the estimation size remains constant. The rolling regres‑
sion scheme proceeds as follows.

First we fix the sample size at 67 observations. As in the recursive regression scheme the fore‑
casts are computed with a forecast horizon from 1 up to 4 and the results are stored. Then we add 
one observation to the sample and delete the first observations (in total we have 67 observations). 
Then we generate again 1 to 4 steps-ahead forecasts and the results are stored. Continuing in this 
manner we obtain the same number of forecasts as in the case of recursive regression. The re‑
cursive simulation scheme has an advantage of using all available data at a certain point of time, 
while the rolling scheme skips available information. But considering that our time series includes 
the episodes of global financial crisis we have assumed that rolling regression scheme may be use‑
ful to use.

Next, we use the out-of-sample forecasts from recursive and rolling regression to compute 
the corresponding root mean squared forecast error (RMSFE) indices for each of the fourth fore‑
casting horizons. More formally, we denote the out-of-sample period by *T and forecast horizons 
h = 1,2,3,4. Then the RMSFE index is calculated by the following formula:

* ( 1)
2

*
1

1 ˆ( )
( 1)

T h

h t t
t

RMSFE y y
T h

- -

=

= -
- -

 ,

where RMSFE is the root mean squared forecast error for the h-th forecast horizon, ˆty  is the fore‑
casted value of the real GDP growth, ty is the actual value of the real GDP growth.

6. Empirical results

In this section we present the out-of-sample forecast results for 15 competing models. To keep 
robustness of our results we have estimated models with different lags length and different combi‑
nations of dynamic and static factors. Following (Pirshel, Wolters, 2014; Jos Jansen et al., 2016), 
we vary the number of lags from 1 up to 4 lags. In addition, we vary the number of static and dy‑
namic factors, enabling us to consider all possible combinations. Thus, varying both the number 
of lags and the number of static and dynamic factors we compare the estimated models to each 
other. Finally, we select the lags length and number of static and dynamic factors by looking at 
the pseudo out-of-sample forecast performances, particularly we select the combination that min‑
imizes the RMSFE, evaluated over the entire out-of-sample period. The model with the small‑
est RMSFE index is selected as a model for forecasting at all horizons. Now, we will explain how 
we determine the number of static and dynamic factors in more detail for each model separately.

For the standard AR(p) model we only vary the number of lags from 1 up to 4. We conduct 
an out-of-sample forecast evaluation for four models, particularly models with 1,...,4p=  lags 
and choose the model with the smallest RMSFE. We use the same approach for the VAR model. The 
only difference is that the VAR model includes four explanatory variables (real GDP growth, infla‑
tion, short-term nominal interest rate and unemployment rate). Again we conduct an out of sample 
forecast evaluations for four models with 1,...,4p= . We chose the model with the smallest RMSFE. 
We use approximately the same approach for small-scale BVAR model. The only difference is 
that in addition to varying lags, we also vary overall tightness and lag decay. Following the papers 
(Gupta, Kabundi, 2011; Kočenda, Poghosyan, 2020) we set the overall tightness 0.1 to 0.3 with 
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increment equal to 0.1. The decay factor takes values of 1 and 2. Thus all possible combination for 
lags length and hyperparameters yield 24 BVAR models. Then we select the optimal combinations 
of lags and parameters by looking at the pseudo out-of-sample forecast performances and we se‑
lect the model with the smallest value of RMSFE. Selected models with optimal lags and number 
of dynamic and static factors are presented in the Tables 3 and 4.

For FAAR_SW5 model, in contrast above models, we vary both the number of lags and the num‑
ber of static factors. Now we will explain how we estimate the number of static factors. Taking into 
account that additional set of variables is medium-sized, we estimate the number of static factors as 
follows. To estimate the number of static factors we retain in the analysis only the factors with ei‑
genvalues more than 16. Using this simple rule, we have extracted 12 static factors. In the Table 2 
is presented the total variance explained by the extracted 12 static factors. Also we present the con‑
tributions of each variables group in total variance of each factor separately.

Table 2. Total variance explained by factors and variable groups

Factors
1 2 3 4 5 6 7 8 9 10 11 12

National accounts 0.71 0.15 2.66 2.79 0.85 2.41 2.73 2.47 0.86 1.41 0.88 0.83
Consumer and producer prices 0.57 0.92 0.31 0.32 3.33 1.09 0.35 0.51 0.09 0.57 0.99 0.73
Labor force and unemployment 0.06 9.73 0.75 1.92 0.07 0.13 0.55 0.42 0.24 0.22 0.10 0.04
Monetary and financial variables 0.66 1.61 7.16 1.85 0.18 1.18 0.41 0.41 1.25 0.20 0.64 0.26
International variables 13.22 0.20 1.12 0.71 1.83 0.12 0.42 0.20 0.80 0.65 0.05 0.58
% in total variance 15.21 12.61 12.01 7.57 6.24 4.94 4.46 4.02 3.24 3.06 2.67 2.45
Cumulative % in total variance 15.21 27.83 39.84 47.41 53.66 58.60 63.06 67.08 70.32 73.38 76.04 78.49

From Table 2 we see that the first extracted factor explains the 15.21% of total variance of 42 
initial variables. The most part of the “Factor 1” total variance is explained by the “International 
variables” group (13.22%). The second factor explains 12.61% of total variance of 42 initial vari‑
ables, but the most contribution in the factor variance has “Labor force and unemployment” group. 
In a such manner we can observe the contributions of all factors and variable groups. Also based 
on the values of contributions we can give a name for particular factor. For example, the first factor 
we can title as “Oil and energy price index”, the second — “Labor variable’s index”, the third — 
“Monetary index”, and so on. The name of factors we also can formulate based on a separate vari‑
able included in a group. For example, in the fourth factor the largest contribution has “National 
accounts” group. The same group has the largest contribution in the factors 6, 7, 8 and 10. Thus, 
in such situation we can formulate the factor name based on a particular variable which is included 
in a specific group of variables. For example, the “Factor 4” can be titled as “Foreign trade index”, 
which is included in a “National accounts” group.

After extracting the static factors we examine all possible combination of lags (p = 1,…,4) 
and static factors ( 12r= ), which yield 48 FAAR_SW models. Based on the out-of-sample forecast 
evaluation results we choose the model with the smallest RMSFE. For FAAR_FHLR, FAAR_2S 

5	 FAAR_SW is a FAAR model with static factors (Stock, Watson, 2002).
6	 But for some relatively large additional datasets (with more than 100 variables) it is more appropriate to use some 

developed statistical tests, for example (Bai, Ng, 2002; Alessi et al., 2010).
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and FAAR_QML7 we vary the number of lags as well as the number of dynamic and static factors. 
To select the appropriate number of dynamic factors we follow the principal according to which 
the number of dynamic factors cannot exceeds the number of static factors (Forni et al., 2005; 
Jos Jansen et al., 2016). For example, if we have 3 static factors then the number of dynamic fac‑
tors can range from 1 to 3. In other words, we can construct the following combinations for dy‑
namic and static factors: 1 dynamic and 3 static, 2 dynamic and 3 static and finally 3 dynamic 
and 3 static factors. We use this idea to construct of all possible combinations of dynamic and static 
factors. Thus, if we estimate 12 static factors then according to our approach, we can have 78 com‑
binations for dynamic and static factors in total. Taking into account that we also vary the num‑
ber of lags ( 1,...,4p= ) then all possible combinations yield 312 FAAR_FHLR, 312 FAAR_2S 
and 312 FAAR_QML models. We should note that the QML algorithm is an iterative procedure 
and for each model we run 100 iterations. Finally, we choose the model with the smallest RMSFE 
(Tables 3 and 4).

For the FAVAR_SW, FAVAR_FHLR, FAVAR_2S and FAVAR_QML the selection procedures 
is the same as in the case of FAAR, with the only difference being that in the FAVAR models there 
are 4 target variables (real GDP growth rate, inflation rate, short-term interest rate and unemploy‑
ment rate). For BFAVAR_SW model we also vary additional hyperparameters (overall tightness 
and lag decay). As mentioned above, we vary overall tightness from 0.1 to 0.3 with increments equal 
to 0.1. The decay takes a value of 1 or 2. Thus, varying all inputs, that is number of lags, the num‑
ber of static factors and hyperparameters, all possible combinations yield 288 BFAVAR_SW  
models. Then as in the case of previous models we choose the model with smallest RMSFE. 
For BFAVAR_FHLR, BFAVAR_2S and BFAVAR_QML the number of possible combinations 
is much higher, because for these models we also vary the number of dynamic factors. Thus vary‑
ing all possible inputs parameters, we get 1872 combinations in total for each model separately. 
Again we choose the model with smallest RMSFE and store the results in the Tables 3 and 4.

Tables 3 and 4 present the results for various forecast horizons. We see that models with large 
data set always outperforms small-scale benchmark models at all forecast horizons. For example, 
as we see from Table 3 for the recursive regression the FAAR_2S model outperforms all small 
scale benchmark models producing the minimum value of RMSFE’s. For two step forecast ho‑
rizon the FAAR_QML outperforms all small-scale benchmark models producing the minimum 
RMSFE’s. For three and four steps ahead forecast horizons the best model is the BFAVAR_2S. 
We can reach the same conclusions using the results presented in Table 4, that is in the case of roll‑
ing regression the large data set models outperform small-scale benchmark models.

The next question that arises from Tables 3 and 4 is whether the differences between forecasts 
generated by the large- and small-scale models are significantly different. To give an answer on this 
question we have to conduct the equal forecast accuracy test, particularly Diebold–Mariano (1995) 
test. Before presenting the results of the tests we present some explanations related to this test.

In this paper we calculate the Diebold–Mariano statistic by regressing the loss differential 
on an intercept, using heteroscedasticity autocorrelation robust (HAC) standard errors (Diebold, 
2015). Let AR

te  denote the forecast errors in the benchmark AR(p) model and  i
te  denote the fore‑

cast errors in the competing i-th short term forecasting models (i = FAAR_SW, FAAR_FHLR, 

7	 FAAR_FHLR is a FAAR model with dynamic factors estimated in the frequency domain (Forni et al., 2005), 
FAAR_2S and FAAR_QML is a FAAR model estimated in the time domain (Doz et al., 2011, 2012). In the same way 
it is possible to explain the abbreviations for FAVAR and BFAVAR models.



K
. P

o
g

h
o

sy
an

, R
. P

o
g

h
o

sy
an

41

Applied  Econometrics  /  ПРИКЛАДНАЯ  ЭКОНОМЕТРИКА

Macroeconomics	 Макроэкономика

2021, 61

FAAR_QML, FAAR_2S). Then the loss differential tl  can be calculated as 2 2( ) ( )AR i
t t tl =    . 

Thus, we regress the loss differential on an intercept using HAC standard errors. The null hypoth-
esis is that the loss differentials equal to zero ( : 0tl =0H ). The results of t-statistics obtained 
from regressing the loss differentials on the intercept both for recursive and rolling regressions 
are presented in the Table 5.8 9 10 11

The statistics presented in Table 5 indicates whether the performance results of large-scale 
and small-scale benchmark models are significantly different. From Table 5 we see that when 
we compare the predictive accuracy of the large-scale models with small-scale models then for 
both recursive and rolling regressions the differences are not statistically significant. In other 
words, there is not sufficient evidence to favor large-scale models over small-scale bench-
mark models. This means that the forecasting results for real GDP growth rate obtained by 
the small-scale benchmark models could be just as good as the results obtained from models 
based on large data set.

8	 p is the number of lags in the model. The number in the brackets says that the smallest RMSFE has been achieved 
in the case of 2 lags. For all other models in the Tables 3 and 4 p has the same meaning.

9	 w and d are hyperparameters that we use in the BVAR and BFAVAR models. The first coefficient (overall tight-
ness) we have implemented to the diagonal matrix of the variances, while the second coefficient (decay) is implemented 
to the lags. In the Tables 3 and 4 we have presented the values of w and d for which the model has the smallest RMSFE.

10	 r is the number of static factors; q is the number of dynamic factors. In the Tables 3 and 4 we have presented 
the values of r and q for which the model has the smallest RMSFE.

11	 FAAR_QML is more accurate method than FAAR_2S. In a FAAR_QML the FAAR_2S  serve as an initial step for 
iterations. The main difference between FAAR_QML and FAAR_2S is that in the FAAR_QML is iterative procedure 
and the parameters are updated at each iteration, while desired correctness will be achieved. In the case of FAAR_2S 
the Kalman filtering and smoothing is using only in one iteration and parameters are not updated.

Table 3. RMSFE indices for the real GDP growth (recursive regression scheme)
Model Forecast horizon

h = 1 h = 2 h = 3 h = 4
AR (p = 2)8 2.379 2.367 2.435 2.473
VAR (p = 1) 2.443 2.502 2.489 2.512
BVAR (p = 1, w = 0.3, d = 1)9 2.473 2.479 2.479 2.505
FAAR_SW (p = 2, r = 5) 2.078 2.200 2.390 2.475
FAAR_FHLR (p = 2, q = 4, r = 5)10 2.066 2.237 2.388 2.438
FAAR_2S11 (p = 2, q = 3, r = 5) 1.939 2.282 2.576 2.500
FAAR_QML (p = 2, q = 5, r = 5) 2.208 2.118 2.401 2.490
FAVAR_SW (p = 1, r = 1) 2.365 2.601 2.402 2.415
FAVAR_FHLR (p = 1, q = 1, r = 1) 2.317 2.536 2.437 2.431
FAVAR_2S (p = 1, q = 1, r = 1) 2.444 2.685 2.398 2.408
FAVAR_QML (p = 1, q = 1, r = 1) 2.319 2.427 2.503 2.434
BFAVAR_SW (p = 1, w = 0.3, d = 1) 2.309 2.569 2.379 2.405
BFAVAR_FHLR (p = 1, q = 1, r = 1, w = 0.3, d = 1) 2.295 2.511 2.390 2.459
BFAVAR_2S (p = 1, q = 1, r = 1, w = 0.3, d = 1) 2.344 2.634 2.364 2.391
BFAVAR_QML (p = 1, q = 1, r = 1, w = 0.3, d = 1) 2.231 2.418 2.423 2.416
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Table 4. RMSFE indices for the real GDP growth (rolling regression scheme)
Model Forecast horizon

h = 1 h = 2 h = 3 h = 4
AR (p = 2) 2.383 2.376 2.435 2.471
VAR (p = 1) 2.482 2.550 2.517 2.537
BVAR (p = 2, w = 0.1, d = 1) 2.549 2.447 2.458 2.494
FAAR_SW (p = 2, r = 2) 2.243 2.468 2.504 2.486
FAAR_FHLR (p = 2, q = 4, r = 5) 2.223 2.508 2.492 2.443
FAAR_2S (p = 2, q = 3, r = 5) 2.504 2.581 2.327 2.402
FAAR_QML (p = 2, q = 1, r = 2) 2.343 2.371 2.531 2.512
FAVAR_SW (p = 1, r = 1) 2.537 2.626 2.413 2.407
FAVAR_FHLR (p = 1, q = 1, r = 1) 2.486 2.544 2.459 2.435
FAVAR_2S (p = 1, q = 1, r = 1) 2.629 2.736 2.416 2.394
FAVAR_QML (p = 1, q = 1, r = 1) 2.489 2.605 2.563 2.432
BFAVAR_SW (p = 1, r = 1, w = 0.3, d = 1) 2.372 2.558 2.366 2.401
BFAVAR_FHLR (p = 1, q = 1, r = 1, w = 0.3, d = 1) 2.352 2.488 2.381 2.446
BFAVAR_2S (p = 1, q = 1, r = 1, w = 0.3, d = 1) 2.406 2.626 2.351 2.384
BFAVAR_QML (p = 1, q = 1, r = 1, w = 0.3, d = 1) 2.282 2.368 2.436 2.426

Table 5. Diebold–Mariano statistics
Compared Model Forecast horizon

h = 1 h = 2 h = 3 h = 4
Recursive regression scheme

FAAR_SW versus AR 0.71 0.82 0.52 –0.03
FAAR_FHLR versus AR 0.09 –0.90 –1.36 –0.21
FAAR_2S versus AR 1.08 0.65 –1.04 –0.31
FAAR_QML versus AR 0.60 0.29 –0.20 –0.18
FAVAR_SW versus VAR 0.24 –0.73 0.82 1.35
FAVAR_FHLR versus VAR 0.09 –1.15 0.30 1.07
FAVAR_2S versus VAR 0.00 –1.05 0.76 1.27
FAVAR_QML versus VAR –0.28 –1.21 0.56 1.35
BFAVAR_SW versus BVAR 0.78 –0.97 1.09 1.55
BFAVAR_FHLR versus BVAR 0.55 –1.23 0.79 1.43
BFAVAR_2S versus BVAR 0.58 –1.23 1.04 1.50
BFAVAR_QML versus BVAR 0.51 –1.37 0.94 1.59

Rolling regression scheme
FAAR_SW versus AR 0.33 –0.67 –0.72 –0.16
FAAR_FHLR versus AR –0.01  — 1.79* –0.61 0.65
FAAR_2S versus AR 0.14 –1.49 –1.21 –0.15
FAAR_QML versus AR 0.04 –1.50 –1.52 –1.42
FAVAR_SW versus VAR –0.16 –0.43 0.88 1.19
FAVAR_FHLR versus VAR –0.36 –1.40 –1.03 –0.54
FAVAR_2S versus VAR –0.42 –0.83 0.75 1.18
FAVAR_QML versus VAR –0.78 –1.15 0.64 1.25
BFAVAR_SW versus BVAR 0.71 –1.00 0.92 1.08
BFAVAR_FHLR versus BVAR 0.44 –1.50 –0.67 –1.22
BFAVAR_2S versus BVAR 0.53 –1.27 0.89 1.09
BFAVAR_QML versus BVAR 0.39 –1.56 0.79 1.16

Note. * indicates 10% level of significance.
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7. Conclusion

We analyze the forecast performances of the 15 competing short-term forecasting models. In 
our analysis we generate ex-post out-of-sample forecasts based on the quarterly actual Armenian 
time series. For the ex-post out-of-sample simulations we use both recursive and rolling regres-
sion schemes. Based on the recursive and rolling forecast simulation results we conclude that out-
of-sample forecasts obtained by the large-scale factor augmented models outperform forecasts 
obtained by the small-scale benchmark models at all forecast horizons. Based on these results we 
conclude that the forecasts of the real GDP growth rate obtained by large-scale models are more ap-
propriate from the practical point of view. Then, in order to check whether the differences in fore-
casts obtained by the different models are statistically significant we apply Diebold–Mariano test. 
We conduct this test both for recursive and rolling regression schemes. Based on the results of this 
test we conclude that there is not sufficient evidence to favor large-scale over small-scale models. 
This means that the forecast results obtained for real GDP growth rate by using the small scale 
models would not be statistically different from the results obtained by the large scale models.
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Appendix  
Dataset description

Series description Source SA Transf. Mean Stand. 
deviation

r(1) ADF Corr. with real 
GDP growth

National accounts
Value added in industry, q/q, % CBA Yes ln and Δ 1.15 4.77 –0.14 –11.01 0.437
Value added in agriculture, q/q, % CBA Yes ln and Δ 0.84 7.11 –0.16 –11.27 0.479
Value added in construction, q/q, % CBA Yes ln and Δ 1.56 11.92 –0.06 –10.46 0.646
Value added in services, q/q, % CBA Yes ln and Δ 1.84 3.46 –0.29 –12.99 0.359
Final consumption, q/q, % CBA Yes ln and Δ 1.26 3.52 –0.14 –10.99 0.443
Private consumption, q/q, % CBA Yes ln and Δ 1.27 3.75 –0.13 –10.94 0.425
Government consumption, q/q, % CBA Yes ln and Δ 1.26 9.42 –0.35 –13.71 0.071
Gross fixed capital formation, q/q, % CBA Yes ln and Δ 1.35 12.24 –0.20 –11.76 0.561
Exports of goods and services, q/q, % CBA Yes ln and Δ 1.74 10.90 –0.27 –12.63 0.164
Imports of goods and services, q/q, % CBA Yes ln and Δ 0.75 7.06 0.03 –9.27 0.407

Consumer and producer prices
CPI-food prices, q/q, % CBA Yes ln and Δ 0.90 2.39 0.25 –7.44 0.074
CPI-nonfood, q/q, % CBA No ln and Δ 0.65 1.46 0.13 –8.44 0.029
CPI-services, q/q, % CBA No ln and Δ 1.54 2.90 0.49 –6.32 –0.133
Ind. production price index, q/q, % CBA No ln and Δ 1.50 3.68 0.26 –7.48 0.342
Construction price index, q/q, % CBA No ln and Δ 1.09 3.15 0.25 –7.66 0.304
Tariffs for transportation, q/q, % CBA No ln and Δ 3.08 10.17 –0.11 –10.73 0.018

Labor force and unemployment
Labor force, q/q, % WB No ln and Δ 0.03 0.31 0.90 –4.32 –0.027
Employment, q/q, % WB No ln and Δ –0.08 0.55 0.80 –4.28 0.203
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Series description Source SA Transf. Mean Stand. 
deviation

r(1) ADF Corr. with real 
GDP growth

Employment in industry q/q, % WB No ln and Δ –0.04 1.14 0.78 –4.33 0.303
Employment in agriculture q/q, % WB No ln and Δ –0.53 0.61 0.81 –4.28 –0.07
Employment in services q/q, % WB No ln and Δ 0.27 0.70 0.80 –4.27 0.219
Self-employed, total q/q, % WB No ln and Δ –0.31 0.65 0.83 –3.98 0.074
Employment vulnerable, q/q, % WB No ln and Δ –0.33 0.64 0.84 –3.85 0.069

Monetary and financial variables
Monetary base, q/q, % CBA Yes ln and Δ 3.93 5.68 0.04 –9.41 0.285
Cash money in circulation, q/q, % CBA Yes ln and Δ 3.19 6.00 0.31 –7.26 0.416
Broad money, q/q, % CBA Yes ln and Δ 4.54 3.78 0.31 –7.53 0.462
Total deposits, q/q, % CBA Yes ln and Δ 5.27 4.86 0.16 –9.07 0.243
Firms time deposits, q/q, % CBA Yes ln and Δ 4.72 20.40 0.00 –9.73 –0.03
Households time deposits, q/q, % CBA Yes ln and Δ 6.07 6.02 0.38 –7.06 0.134
Total time deposits, q/q, % CBA Yes ln and Δ 5.96 7.39 0.27 –7.74 0.075
Total loans, q/q, % CBA Yes ln and Δ 4.78 5.81 0.41 –6.99 0.237
Interest rates for loans, pp CBA No Δ –0.83 4.86 –0.32 –15.20 –0.056

International variables
EA GDP growth rate, q/q, % OECD Yes ln and Δ 0.39 0.58 0.59 –4.92 0.322
EA industrial production, q/q, % OECD Yes ln and Δ 0.25 1.60 0.54 –5.22 0.376
Russia industrial production, q/q, % OECD Yes ln and Δ 0.69 2.14 0.33 –6.74 0.346
Russian natural gas, q/q, % OECD No ln and Δ 1.38 12.17 0.44 –5.56 0.142
Crude oil; Dated Brent, q/q, % IM No ln and Δ 2.38 14.38 0.23 –7.55 0.289
Crude oil; Dubai Fateh, q/q, % IM No ln and Δ 2.52 14.52 0.18 –7.96 0.305
Crude oil; West Texas, q/q, % IM No ln and Δ 2.22 14.36 0.18 –8.03 0.296
Fuel price index, q/q, % IM No ln and Δ 1.90 12.66 0.28 –7.17 0.338
Non-fuel price index, q/q, % IM No ln and Δ 0.51 5.71 0.41 –6.18 0.421
All commodity price index, q/q, % IM No ln and Δ 1.01 7.53 0.41 –6.22 0.434

Notes. SA — seasonal adjustment, Transf. — transformation (ln — natural logarithm, Δ — first difference), r(1) — 
first lag autocorrelation, ADF — augmented Dickey–Fuller unit root tests. According to ADF unit root tests for all 
42 additional time series the null hypothesis is rejected. In the last column is presented the correlation coefficients 
between real GDP growth rates and additional variable.

End of the table




